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Outline

* Progressive alignment
* Current methods

* Tree and star alignment

Reading:

* Material based on Chapter 14.6 in book “Algorithms on Strings, Trees and
Sequences” by Dan Gusfield

* Lecture notes



Heuristic: Iterative/Progressive Alignment

Iteratively add strings (or alignments) to existing alignment(s).

___—»X GGGCACTGCAT

% GGGCACTGCAT*"“'”"fj:i»«-4--—""'Y GGTTACGTC-- Alignment 1—_
y GGTTACGTC— 2 GGGAACTGCAG E
z. GECGARCTECAG—""
w GGACGTACC——m
v GGACCT — > w GGACGTACC-- Alignment 2 _—
v GGACCT-----
Issues:

1. How to merge alignments?

2. What order to use in merging strings/alignments?



Profile Representation of Multiple Alignment
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A profile P = [p; ;]isa (|Z] + 1) X [ matrix,
where p; ; is the frequency of i-th letter in j-th position of alignment




Aligning String to Profile
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if i =0 and j = 0,
if 2 > 0, Insertspace in profile

ifj > 0,  Insert space in string
if 2 >0 and 7 > 0.

* s|i,j]|is optimal alignment of v4, ..., v; and first j columns of P
* O0(x,y) is score for aligning characters x and y
* T(x,j) is score for aligning character x and column j of P




Progressive Multiple Alignment: Greedy Algorithm

Choose most similar pair among k input strings, combine into a
profile. This reduces the original problem to alignment of k-1
sequences to a profile. Repeat.

\
( u= ACGTACGTACGT... —» W= ACZTACZATACg/cT...
u, = TTAATTAATTAA... / u, = TTAATTAATTAA... \ k-1

k { u;=ACTACTACTACT...

u, = CCGGCCGGCCGG..._/

L U = CCGGCCGGCCGG




Outline

e Current methods

* Tree and star alignment

Reading:

* Material based on Chapter 14.6 in book “Algorithms on Strings, Trees and
Sequences” by Dan Gusfield

* Lecture notes



Progressive Alignment — Feng and Doolittle (1987)

1. Compute pairwise sequence
alignments of n sequences

2. Generate complete graph
G = (V,E) with edge weights w :
E-R

3. Compute a (rooted) minimum
spanning tree T of G

4. Perform sequence-sequence,

sequence-alignment and alighment- Minimum spanning tree is a

alignment alignment to construct tree T spanning all vertices of G

MSA according to guide tree T' with minimum total weight
(from most similar to least similar)

‘Once a gap, always a gap’




Progressive Alignment — ClustalW (1994)

e Widely used alignment method by Thompson, Higgins and Gibson (1994)

* W stands for weighted:

* Input sequences are weighted to compensate for biased representation

e Different substitution matrices depending on expected similarity in guide tree
(BLOSUMB8O for closely related sequences, and BLOSUMS5O0 for distant sequences )

* Position-specific gap-open and gap-extend penalties depending on context
(hydrophobic vs. hydrophilic)

Three steps:

1. Construct pairwise alignments
2. Build guide tree T using neighbor joining™
3. Progressive profile alignment guided by T



ClustalW — Step 2: Guide Tree

Create Guide Tree using the similarity matrix

(“cluster” distances. Details tocome...)
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ClustalW uses the neighbor-joining method
Guide tree roughly reflects evolutionary relationships
Calculate:
= alignment (v;, v3)

V1,3,4 = al 1'_gnment ((v1,3),V4)
V1,2,3,4 = alignment((vy 3 4),V,)
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ClustalW — Step 3: Progressive Alignment

e Start by aligning the two most similar sequences

* Following the guide tree, add in the next sequences, aligning to

the existing alignment

* Insert gaps as necessary

FOS RAT PEEMSVTS-IDLTGGLPEATTPESEEAFTLPLLNDPEPK-PSLEPVKNI SNMELKAEPFD
FOS MOUSE PEEMSVAS-IDLTGGLPEASTPESEEAFTLPLLNDPEPK-PSLEPVKSI SNVELKAEPFEFD
FOS CHICK SEELAAATALDLG---—-APSPAAAEEAFALPIMTEAPPAVPPKEPSG--SGLELKAEPED
FOSg_MOUSE PGPGPLAEVRDLPG--—=---STSAKEDGFGWLLPPPPPPP------"----—-—-————— LPFQ
FOSB HUMAN PGPGEPLAENRDLEREG——— 5 APAKEDGF SWELPP PRPPPP— —————————————e LPFQ
* % . X . * * * * Kk .

Dots and stars show how well-conserved a column is.
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MUSCLE (Edgar, 2004)
Mu

tiple Sequence Comparison by Log-Expectation

Three phases:

1. Draft progressive alignment: fast heuristic
2. Improved progressive: use tree derived in phase 1

3. Refinement of MSA
e Remove sequence from MSA MUSCLE

a n d rea I Ig n to p rOfI Ie Input form Web services Help & Documentation
Of re m a i n i n g Se q u e n Ce S Tools > Multiple Sequence Alignment > MUSCLE
. Multiple Sequence Alignment
[ ] Re p e a t u n t I I CO nve rge n Ce hcall:i:fv;tz:1?:cf:frfe:l'.l::e;z:nsdei:;eor:‘c;io:;g::i::zngg- Expectation. MUSCLE is claimed to achieve both better average accuracy and better speed than

STEP 1 - Enter your input sequences

Enter or paste a set of sequences in any supported format:

Or upload afile: Choose File no file selected 12



Progressive MSA

Vi
V3
Tree
Vy
V2
Progressive alignment
Multiple
Alignment
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|deally, want to derive alignment and tree simultaneously 2 Hard
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Multiple Sequence Alignment Problem w/ SP-Score

MSA-SP problem: Given strings vy, ..., vV}, and scoring function
§: C U{-}) x( u{-}) - R, find multiple sequence alignment
M * with maximum value of SP-score(M*) = ¥¥_, Z?‘ziﬂ S(vi,vj)

where 5(v;, v;) is the score of the
induced pairwise alignment of (v;, v;) in M'™ using 6

Weighted SP-Edit Distance problem: Given strings vy, ..., v, and
cost functiond: X U{—}) X (Z U{-}) = R, find multiple
sequence alignment M ™ with minimum value of
SP-score(M'*) = Y X, Z;‘ziﬂ 5(v;, vj) where S(v;, v;) is the cost of
the induced pairwise alignment of (v;, v;) in M'™ using o




Tree Alignment
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Figure 14.6: a. A tree with its nodes labeled by a (multi)set of strings, b. A multiple alignment of those strings that is consistent with the tree. The
pairwise scoring scheme scores a zero for each match and a one for each mismatch or space opposite a character. The reader can verify that each of the

four induced alignments specified by an edge of the tree has a score equal to its respective optimal distance. However, the induced alignment of two
strings which do not label adjacent nodes may have a score greater than their optimal pairwise distance.
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summary

1. Optimal pairwise alignment by dynamic programming in 0(n?) time

2. Optimal multiple alignment with SP-score by dynamic programming in
0(k?2%n*) time

3. Multiple alignment with SP-score is NP-hard (Jiang and Wang, 1994)

4. Carrillo-Lipman enables us to decide whether alighment passes through a
vertex (i, i,,13) for k = 3 sequences (generalizes to k > 3)

5. Progressive alignment methods are widely used, but come with no
theoretical bounds on alignment quality

6. Star alignment gives 2-approximation algorithm



History

e 1975 Sankoff
Formulated MSA problem and gave dynamic programming solution

e 1988 Carrillo-Lipman
Branch and Bound approach for MSA

* 1990 Feng-Doolittle
Progressive alignment

* 1993 Gusfield
Star alignment: 2-approximation algorithm

e 1994 Jiang and Wang
MSA with SP-score is NP-hard

* 1994 Thompson- ng%ms -Gibson: ClustalW
Most popular multiple alignment program

* 2000 Notredam-Higgins-Heringa: T-coffee
Use library of pairwise alignments

e 2004 Edgar: MUSCLE
Refinement



