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Three Questions
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Question 1: 
What is the most probable path !* that generated observations "?

Question 2: 
What is probability of observations " generated by any path !?

Question 3: 
What is the probability of observation #$ generated by state %?
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Viterbi

Forward

Backward

Questions: 
1. Compute most 

likely state path
2. Compute marginal

probability
3. Compute posterior 

decoding



Summary
• Markov property – Current state depends only on previous state
• Hidden Markov Models: states are not given only emitted symbols
• Viterbi algorithm: Find the most likely sequence of states given a set of 

observations
• Baum-Welch algorithm: EM-algorithm to learn A and E from training set

Reading:
• Jones and Pevzner: Chapters 11.1-11.3
• Lecture notes
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